
International  Journal of Emerging Trend in Engineering and  Basic Sciences (IJEEBS) 

                                                                                                                         ISSN (Online) 2349-6967    

                                                                         Volume  2 , Issue 1(Jan-Feb 2015), PP397-403 

 

www.ijeebs.com                                                                397 | Page 

Amol S. Jadhav
1
, Prof. Dhanashree Kulkarni

 2 
 

12
(computer department, DYPCOE/ , Savitribai Phule Pune University, India)  

 

I. INTRODUCTION  

Intrusion detection in network is a crucial part of information security. Now a day's Firewall, Network 

based intrusion detection system (NIDS)  like devices are used to detect and prevent attacks in network 

infrastructure. Firewall is used to block certain type of attack, but firewall doesn't detect the intrusion within the 

system. NIDS detect the only known attacks, it fail to detect the new type of attacks. Deep packet inspection 

(DPI) [1] can incorporate NIDS into firewalls. It can increase the accuracy of intrusion detection system, but it 

require more time. 

 

This paper focuses on investigation of NIDS. NIDS uses the misuse-based methods that utilize the  

signature of attack to detect the intrusions in the network. Like this there are lots of techniques to detect the 

intrusion but they are effectively for well-known attacks only, they are fail to detect the new type of attacks. 

Currently in network daily new attacks are introduced so the existing systems are unable to prevent or detect the 

this new type of attacks. In the following we review the work focusing on the online Adaboost-based algorithms 

related. Machine learning model deals with detection of unknown attacks using the network feature[29]. This 

work focus on machine learning-based NIDS. The machine learning-based intrusion detection methods can be 

classified into three classes as follow. 

 

 1.1) Statistics-based: It construct statistical models of network connections to determine whether a new 

connection is an attack. For instance, Denning [2] construct statistical profiles for normal behaviours. 

 1.2) Data mining-based methods mine rules that are used to determine whether a new connection is an attack. 

For instance, Lee et al. [3] characterize normal network behaviours using association rules and frequent episode 

rules [4]. 

1.3) Classification -based methods constructs a classifier that is used to detect new connection is attack or 

normal connection. For instance, Mukkamala et al. [5] use the SVM to classify attack or normal connection. 
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   Although there is a research required in the Distributed intrusion detection system (DIDS), especially 

in the following areas: 

   1) Network infrastructure and the intrusion training data changed day to day, every day new type of attacks are 

entered into network infrastructure, due to that size of training data increased over a time and it becomes a very 

large. Now a previously existing algorithms are  almost offline. So it is necessary  to use online training which is 

suitable for dynamic intrusion detectors. 

2) In traditional network intrusion detection system, centralized system was used, so due to that lot's of burden 

occur in central site. Distributed detection system [6],   which use local model to shares intrusion detection 

models learned in local nodes, which reduce the central site load and keep the data privacy. Otey et al. [7] 

construct a novel distributed algorithm for detecting outliers (including network intrusions). Its limitation is that 

many raw network data still need to be shared among distributed nodes. There is a requirement for a distributed 

intrusion detection algorithm to make only a small number of communications between local nodes. 

   So authors work on this problem and present the solution. We present these publication as a dynamic 

online solution to the new type of attacks in network. To provide a comprehensive review of how online 

Adaboost parameterized methods are applied for intrusion detection in dynamic distributed network. This work 

examines how well a online Adaboost-based algorithms are effective for new type of attacks and how they are 

used.The rest of the paper is organized as follows: Section II introduce the overview of framework. Section III 

describe the local detection model. Section IV presents the method for constructing the global detection models. 

Section V shows the experimental results. Section VI summarizes the paper. 

 

II. DISTRIBUTED INTRUSION DETECTION FRAMEWORK 

There have been many survey of the field Dynamic DIDS. In particular Weiming Hu et al. [8] provide 

a comprehensive review of the online Adaboost-Based parameterized methods for Dynamic distributed network 

Intrusion detection which contain two models; Local Model and Global Model. Fig.2 gives an overview of 

framework that consists of the local models, and global models. 

     2.1. Local Models: Local model is constructed into each node by using weak classifiers and 

Adaboost-based training. So that each node contains a parametric model that consists of the parameters of the 

weak classifiers and the ensemble weights.  

2.2. Global Models: It is constructed by combining all local parametric models by using PSO 

and SVM based algorithms. Global models are used to update local models and then updated models 

are shared by other nodes. 

 

III. ONLINE ADABOOST-BASED LOCAL  INTRUSION  DETECTION MODELS  

The classical Adaboost algorithm [9] carries out the training task in batch mode. By using training set a 

number of weak classifiers are generated. The final strong classifier is an ensemble of weak classifiers.  

Weak Classifiers: Weak classifier consist two types. 

3.1. Decision stumps and normal behaviors for classifying attacks. 

The limitation of weak classifier is that the decision stumps do not consider the different types of attacks. This 

cause the influence in the performance of the  Ad boost method.   

3.2. Online GMMs that model a distribution of values of each factor component for each attack type.Online 

GMM: For each type of attack or normal samples, we use a GMM. Let s ℇ {+1, -1,-2,....., -N} be a sample label 

where +1 represents normal samples and  1,-2,....., -N represent different types of attacks where N is number of 

different type of attacks, s represent the j
th

 element of sample.  The GMM model θ
c
j on the j

th
 feature component 

for the samples c is: 

θ
c
j ={w

c
j(i), u

c
j(i), σ

c
j(i)}

k
i=1                             (1) 

 



International  Journal of Emerging Trend in Engineering and  Basic Sciences (IJEEBS) 

                                                                                                                         ISSN (Online) 2349-6967    

                                                                         Volume  2 , Issue 1(Jan-Feb 2015), PP397-403 

 

www.ijeebs.com                                                                399 | Page 

Where = number of GMM components indexed by i, w=weight, µ= mean, and σ= standard deviation. Where the 

computational complexity of the online GMM for one sample is O(k), which is higher than the decision stumps. 

Design of the weak classifiers and the strong classifier, as shown in Fig. 1. 

 

Fig. 1. Framework of our algorithm. 

 

The difference between offline Adaboost algorithm and online Adaboost algorithm are as follows.  

i) Offline Adaboost algorithms are constructed in one step while online Adaboost algorithm are updated one by 

one. 

ii) In the offline Adaboost algorithm, the sample weights are updated simultaneously. In the online Adaboost 

algorithm, the sample weights are updated one by one. 

iii) In the offline Adaboost algorithm, the number of weak classifiers are not fixed while in online Adaboost 

algorithm, the number of weak classifiers is fixed, and equal to the dimension of the feature vectors. 

iv) Offline Adaboost algorithm is less accurate than the online Adaboost algorithm. 

  New online Adaboost algorithm overcomes the limitation of traditional online Adaboost algorithm.The 

performance of algorithm is calculated by using detection rate and false alarm rate. And it depends on the initial 

weight of the training samples. 

 

 

Fig. 2. Overview of the intrusion detection framework 
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  Let t be initial weight of each training sample 

           (Mnormal + Mintrusion) * r                               for normal 

                    Mnormal                                               connections  

t=                                                                                                                     (2)        

          (Mnormal + Mintrusion) *(1- r)                          for network 

                     Mintrusion                                            intrusion       

      

where Mnormal is a number of normal sample, Mintrusion is a number of attack sample and r ℇ (0,1). The value of r 

depends on the proportion of the normal samples, detection rate and the false alarm rate in specific applications. 

 

IV. METHOD FOR CONSTRUCTING THE GLOBAL DETECTION MODEL 

Global detection model is constructed by  combining the local parametric detection model from each 

nodes. Which is then used to detect intrusion on each distributed site.  

    Kittler et al.[10] develop a different framework for combining the local model like, product rule, the 

sum rule, the max rule, the mirule, the median rule, and the majority vote rule. But by using this rule local 

detection model has two problem a) performance gap between the new type of attacks  and local detection 

model. b) Dimension of the vector for similar test sample at the local models. The solution to this problem is 

combine local model by using PSO and SVM algorithms. PSO[11],[12] is a population search algorithm and the 

SVM is a learning algorithm, so by using the searching and learning ability of PSO and SVM respectively a 

global intrusion detection model is constructed in each node. The global intrusion detector constructed in the 

following simple manner: 

 

                   -1         if there exist C(n)=-1 

G(n)=                                                                                                            (3) 

       1          else 

C(n) is final strong classifier generated by Adaboost training. 

Two things for global detection models are: 

i) Global models constructed for all local nodes are uniform. 

ii) The computational complexity of the PSO is O(QIA2L2) where I is the number of iterations, and L is the 

number of the training samples. 

 

V. EXPERIMENTS 

We utilize the knowledge discovery and data mining (KDD) CUP 1999 dataset [13]–[15], [16] to test  

algorithms. It has served as a reliable benchmark data set for many network intrusion detection algorithms. In 

this data set, each TCP/IP connection was labelled and 41 continues or categorical  feature were extracted (41 

features including 9 categorical features and 32 continuous features for each network connection). Attacks in the 
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dataset fall into four main categories. i) denial of service (DOS). ii) user to root (U2R). iii) remote to local 

(R2L). iv) PROBE. 

    The number of sample of various types in the training set and in the test set are listed in Table 1. 

TABLE I 

The KDD CUP 1999 Dataset[1] 

Categories Training 

data 

Test data 

 

Normal 97 278 60 593 

DOS 391 458 223 298 

R2L 1126 5993 

U2R 52 39 

Probing 4107 2377 

Others 0 18 729 

Total 494 021 311 029 

Table 2. shows the comparison of  online Adaboost-based algorithms with other recently published 

algorithms for intrusion detection. 

TABLE 2 

COMPARATIVE STUDY OF VARIOUS ALGORITHMS TESTED ON THE KDD CUP 1999 

DATA SET[1] 

 Algorithms Detection 

rate (%) 

False alarm 

rate (%) 

Offline 

Clustering [3] 93 10 

K-NN [20] 91 8 

SVM [20] 91-98 6-10 

SOM [5] 89-90.6 4.6-7.6 

Genetic clustering[17] 79 0.30 

Hierarchical SOM [18] 90.94-93.46 2.19-3.99 

Bagged C5 [19] 91.81 0.55 

Offline Adaboost [39] 90.04-90.88 0.31-1.79 

Online 

Mercer kernel ART [8] 90-94 2.9-3.4 

Our algorithm (decision stumps+traditional Adaboost) [1] 90.13 2.23 

Our algorithm (Online GMMs+our Adaboost) [1] 90.61-91.15 1.17-1.69 
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VI. CONCLUSION 

This paper has presented a survey and comparative study of the Adaboost-based algorithms, that have 

been proposed towards the improvement of the Dynamic DIDS. We have shown the how online Adaboost 

algorithm has been helpful for new type of attacks and the way of how it work. The main objective of system is 

to detect the new intrusion . 

   Finally we propose the comparative study of algorithms tested on the KDD CUP 1999 dataset. 
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